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Question 1

(a)

(b)

A compression process is often said to be ‘negative’ if its compression ratio
value is greater than 1. Explain, with an example, why negative compression
is inevitable for lossless compression in general. 5]

Describe the main efficiency problem of the canonical minimum-variant Huff-
man coding algorithm that needs to maintain a frequency list. Explain and
demonstrate, with an example, how the efficiency of the algorithm can be im-
proved. [10]

Encode a string AABACCABBAAACCC following the LZW algorithm. Assume that
the dictionary initially contains single characters A-F and occupies cells at
0-5 only. Demonstrate the content changes of the main variables and the
dictionary. [10]
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Question 2

(a) Discuss the absolute limit of lossless compression by showing why more than
99% of files cannot be compressed even by one byte. [5]

(b) Demonstrate, with an example, how to improve the compression performance
of the static Huffman algorithm on a small alphabet with an imbalanced prob-
ability distribution. [10]

(c) Explain the predictive rule of JPEG x = (Q+5)/2. Demonstrate, with a small
example, how it can be applied in pre-processing. Assume the pixel layout [5]

T|S
Q| x?

(d) Determine whether the following codes for the alphabet (A, B, C, D) are
uniquely decodable. Justify your answer for each case. [5]

(i)

(ii

(iii

(1, 10, 101, 0101)
(000, 001, 010, 111)
(0, 001, 10, 011)
(iv) (
(

(v

000, 010, 011, 1)

)
)
)
) (0, 01, 001, 0001)
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Question 3

(a)

(b)

A binary source has symbol probabilities pg = 0.9 and p; = 0.1. Compute
the source entropy. Compare the application of the static Huffman coding and
Arithmetic coding on this source. Demonstrate all your work. [10]

Explain what an optimal code is in the context of data compression. Are
Huffman codes optimal? Comment and justify, with an example, on the truth
of the following statement: [10]

“Huffman codes for text compression are optimal in general because
probabilities of the characters can be a negative power of 2."

Consider part of a grayscale image with 16 shades of gray that is represented
by the array A below:

0001 0010 1100 0110
0010 1000 1100 0110
0011 1100 1101 1011

Demonstrate how the image can be pre-processed by several bitplanes (bi-level
images) and therefore may achieve a better compression ratio. [5]
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Question 4

(a)

Encode the following string using the HDC algorithm. Explain the meaning
of each control symbol used. What is the compression factor? What is the
entropy? [10]

uuuuuKuBB33221110KBCCCBC

Explain, with an example, the concept of fidelity in the context of audio com-
pression. [5]

Consider the task of sending a set of numbers (9, 11, 12, 13, 12, 15, 17, 19, 20,
22) over a mobile communication channel with as few number of bits as possi-
ble. Propose a coding scheme using residuals to achieve a good compression.
Demonstrate all your compression and decompression work and evaluate your
approach. Justify your choice of any standard compression methods. [10]
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Question 5

(a) Would it be possible to find a shorter prefix code than binary code (0, 11, 101,
011)? Give your reasons. [5]

(b) Explain what is meant by a minimum-variance Huffman code. Demonstrate,
with an example, what technique can be used to derive a minimum-variance
Huffman code. You may focus on one step of the Huffman encoding algorithm.

[5]

(c) Explain why the Reflected Grey Code is a better representation than normal
binary codes for coding the colours of greyscale images. Derive the Reflected

Grey Code for the colour codes in decimal below. [5]
11 | 10
10 9

(d) Outline the adaptive Huffman coding and discuss the advantages of the ap-
proach over the static approach. Demonstrate how you would decode the fol-
lowing binary string by the adaptive Huffman decompression algorithm. Trace
the states of the input, output, alphabet and the tree structure on each step.

[10]
0100001010100000101010001111101001000100000.
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