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Date and time:

Answer FOUR questions, which carry 20 marks each. Full marks will be obtained
by correct answers to FOUR questions.

Electronic calculators may be used. The make and model should be specified
on the script. The calculator must not be programmed prior to the examination.
Calculators which display graphics, text or algebraic equations are not allowed.

NOTE: Full details of all calculations are to be shown; pre-programmed statistical
tests and procedures on a calculator, apart from mean and standard deviation, must
not be used.

WHITE, YEATS & SKIPWORTH: Tables for Statisticians to be provided.
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Question 1 (a) Define the sampling distribution of an estimator e of a population

(b)

()

parameter 6. Write down, using the expectation operator E[ | with respect to
this distribution, (i) the variance (ii) the mean square error (MSE) (iii) the bias
of this estimator. What is the relationship between these last three quantities?

If the populationis Y1 =2, Yo =5, Y3 =7, Y, =3, Y5 =1, Y5 =6, Y7 =8,
Ys = 4, and a simple random sample is drawn consisting of the units labelled
4 and 7, calculate (i) 7 (ii) Y (iii) S? (iv) s2.

Hence find (i) Var[y] (ii) [y] (iii) whether the nominal 95% confidence interval
for Y, based on a normal approximation to the sampling distribution of ,
covers the true value.

Question 2 A simple random sample of size n is to be drawn from a population
size N. A subclass or domain C of the population has size A, mean Y, and variance

S2,

(a)

(b)

State but do not prove a theorem which gives the mean and variance of the
sampling distribution of the sample mean j¢, conditional on exactly a (a > 0)
units from the domain being selected.

Hence give the mean and variance of a suitable estimator of the subclass total
when A is known.

State the estimator A of A, which is unbiased under the unconditional distri-
bution, and hence state the estimator T¢ , say, of the subclass total when A is
not known.

Show that the bias of T¢ is (A — A)Y¢ under the conditional distribution, and
hence find the conditional mean square error of T¢.

Hence show that this estimator is always worse (in the sense of conditional
mean square error) than the estimator in (b) when A < A, and worse when
A > A provided that the coefficient of variation for C satisfies the inequality

S2, a (A

< i
Y2~ (T—a/A) (A1 A)

[6]

Question 3 A finite population of size N is partitioned into H strata of sizes

Ny, .

.., Ng. A stratified random sample of size n is to be drawn, with alloca-

tion nq,...,ng to be determined. The target for estimation is the finite population
mean Y, and the estimator to be used is 7s; = Zthl Whyn, where Wy, = N, /N,
h=1,...,H and g, h = 1,..., H are the sample stratum means. The respective
costs of sampling per unit are ci,...,cy. The stratum variances are S,...,S5%.

ST53002A 2003 2



(a) Show that y, is unbiased and

Var[fs] EH:VW(l 1)52
ar = —_— = — ,
Yst = h\n, N,)""

quoting but not proving any theorems on simple random sampling, and men-
tioning explicitly which properties of stratified random sampling you use.

(b) Show that in order to minimise Var[ys] subject to fixed overall cost C =
Zthl cpnp, the optimal allocation is

Ny Sh
Vor

np X h=1,...,H.

(c) Describe the circumstances under which stratified random sampling with op-
timal allocation performs worse than simple random sampling for the same
overall sample size.

Question 4 Assuming that the population mean X of a covariate X is known, the
linear regression estimator X

Y =9+ B(X — 1),
where B = sxy/s%, is proposed as an estimator of the population mean Y based on
a simple random sample size n, with sample means y, z and sample variances s%,
s3 of variates Y and X respectively, and where sxy is the sample covariance.

(a) Draw a scatter diagram to motivate the use of this estimator.
(b) Show that the exact bias of g, is — Cov[3, Z].

(c) By obtaining an approximate expression for 4 in terms of B, where B =
Sxy/ Sg( is the population regression coefficient, show that the leading term
in the bias is

1 _ _
@ (B Cov[z, s%] — Covlz, sXy]) ,
and that the variance (or the mean square error) is given approximately by
Varlg] ~ ~—1 (52 — B2s? 7
i~ (5% — B2S%). 7

(d) Hence show that the linear regression estimator is always better than the sam-
ple mean for large samples. What can you say about small samples?
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Question 5 An estimator e of a population parameter 6 is said to be calibrated with

respect to a covariate X if e = @ for all samples (with positive probability) whenever
Y, x X;,i=1,...,N.

(a)

Show that both ratio and regression estimators of the population mean Y are
calibrated with respect to the covariate X.

Show further that the sample mean is not calibrated with respect to X, but is
calibrated with respect to a constant covariate.

Which of the ratio and regression estimators are calibrated with respect to a
constant? Justify your answer.

Show that the mean of ratios estimator X % Yoin, vi/zi is also calibrated with
respect to X when the sample size is fixed, but that it is only unbiased under
an unequal probability sampling design if the single inclusion probabilities
i, = 1,..., N satisfy m; « X; > 0,7 =1,...,N, in which case the estimator
becomes the Horvitz-Thompson estimator.

Show further that the Hajek-Basu estimator
ZiEs 1/1/71-1
ZiEs 1/7ri

is calibrated with respect to a constant, whether the sample size is fixed or
not.

Yup =

Question 6 (a) Use Waterman’s algorithm and the sequence of random digits

8135032587248359046751522621697587286150

starting from the left as economically as possible, to draw a simple random
sample of 2 from a population of size 6, labelling the units 1,2,...,6. What is
the probability of your selected sample?

The 6 units have size measures 4,4,4,4,1,1 respectively. Find the initial tableau
and replacement probabilities for Chao’s scheme, and use the scheme to draw
a sample of size 2, again using the random digits starting from the left as
economically as possible. What is the probability of your selected sample?
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