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Abstract.
The technologies underlying long-term social Human-Robot In-

teraction (sHRI) continually advance, with impressive results. How-
ever, applications typically remain on relatively short time-scales, or
if long-term, are more focussed on the human perspective than that
of the robot. What are still missing are the broader theories of tempo-
ral organisation of robot social behaviour for long-term interaction,
and more particularly, how experience informs the adaptivity of be-
haviour. Based on this necessity, we propose in this position paper
that memory should play a more central role in accounts of sHRI.
Specifically, we introduce the concept of “Pervasive Memory”, i.e.
a broader notion of memory than is typically used: memory as un-
derlying and involved in all aspects of social behaviour, beyond the
mere passive storage of (symbolic) semantic information. The work-
ing hypothesis is that by committing to such a perspective, an inte-
grated and coherent approach to long-term sHRI can be formulated.
A number of examples are described in this position paper, including
studies currently under way, to support this approach. We suggest
that, in this sense, the future development of social robotics really
does lie in the past.

1 Introduction

Having social robots capable of interacting over extended periods of
time will be useful for many applications in the medical and educa-
tional domains for example, where there is an emphasis on adaptable
contingent interactions for success, e.g. [13, 26]. However, this ideal
has not yet been achieved, for a range of technical and theoretical rea-
sons. What we propose in this contribution is that in order to achieve
this goal, a greater consideration of memory is required: what mem-
ory is, what role it plays, and how it is structured and implemented
are all questions that need to be addressed. Here, we seek to provide
an overview of the beginnings of an effort to tackle these issues, and
those that arise during the process.

There remain numerous unanswered questions in the research un-
derlying social Human-Robot Interaction (sHRI), concerned as much
with the reactions of the human interactants as with the characteris-
tics of the robot itself. For example, the mere appearance of the robot
or the task to be undertaken would influence the context of the inter-
action and thus the perception of the robot by the human, and indeed
the interaction itself. These aspects, and others, would necessarily
form part of a complete account of sHRI. However, in this paper we
are primarily concerned with the behaviour of the robot – i.e. how

1 Centre for Robotics and Neural Systems; The Cognition Institute; Plymouth
University, U.K.; email: paul.baxter@plymouth.ac.uk

2 Centre for Robotics and Neural Systems; The Cognition Institute; Plymouth
University, U.K.; email: tony.belpaeme@plymouth.ac.uk

the robot organises it’s behaviour over the course of both a single in-
teraction and a series of interactions with an individual or a number
of individuals. This is not to say that the robot can be considered in
isolation from its prospective interaction partner(s) – it has been per-
suasively argued elsewhere that it is necessary to consider the role of
the dynamics of the interaction itself, e.g. [8, 15], beyond the compe-
tencies of the individual interactants. What we consider instead are
(some of) those functionalities necessary on the part of the robot to
engage in such interaction dynamics, and examine the mechanisms
underlying such capabilities.

Specifically, starting from the general perspective that memory is
“...an active process that serves current and future adaptive behav-
ior, based on previously acquired information...” [31], we posit that
it is fundamentally involved in all aspects of social interaction, and
thus also in social HRI. In this paper, we introduce the concept of
‘Pervasive Memory’, which emphasises an integrated approach to
the organisation of (robot) social behaviour founded on the substrate3

of memory. This perspective on memory differs fundamentally from
the approach typically taken in robot control systems, and indeed
in synthetic cognitive architectures. This typical approach decom-
poses memory into functionally specific modules, each responsible
for distinct types of information [28], as occurs in many cognitive
architecture for example [19]. Through the application of the Perva-
sive Memory perspective, we are effective advocating an inversion
of this. For our work we do not restrict ourselves here to a particular
type of information (since memory is typically taken as only declara-
tive), or to any particular representation (since symbolic information
is typically assumed). By taking such a broad concept of memory
as the starting point, we commit not only to examining the common
aspects of memory across multiple facets of sHRI, but also to exam-
ining the commonalities across these multiple facets of sHRI them-
selves. While memory has previously been considered and used in
sHRI, this generally is either a superficial treatment (such as passive
storage of timestamped semantic information), or as additional func-
tionality to an existing learning/cognitive algorithm. The purpose of
this paper is to set out the start of this inversion process.

We begin with a consideration of a number of important issues in
sHRI, illustrating the important role that a (somewhat general) mem-
ory must play (section 2). Then we describe how a theoretical frame-
work of memory-based cognition can be applied to sHRI, and from
this how we instantiate the notion of Pervasive Memory (section 3).
Finally, we explore some of the wider implications of this position by
noting how ongoing developments in both cognitive modelling and

3 We use the term ‘substrate’ as indicative of commonalities of memory
in function (what role memory plays), structure (how memory is organ-
ised) and mechanism (how memory operates) across the different aspects
of sHRI discussed in this paper.



cognitive architectures can be leveraged to improve the efficacy of
social robots over the longer term (section 4).

2 Long-Term Social HRI and Memory

At the outset of this paper, we contended that memory is pervasive
in all aspects of sHRI. The intention in this section is therefore to
provide examples in support of this contention. There are of course
many diverse aspects to sHRI; it is naturally not possible to cover all
of these in this short contribution. We have therefore chosen a range,
from general to more specific, and each of which are by themselves
fairly uncontroversial. For these, we have identified a straightforward
but plausible mechanism that could be used to fulfil the function. By
doing so, we seek to illustrate how applying ad hoc solutions to mem-
ory in sHRI contexts misses the broader benefits that the Pervasive
Memory perspective can bring. The common theme for these exam-
ples is of course that memory is required. Recall that the definition of
memory taken (in section 1) is a general one, emphasising function
over computational instantiation. Based on the following examples,
this definition is revisited and refined to form the basis of a compu-
tational model that can be applied to sHRI (section 3).

Long-term sHRI. The first, and most general, illustration of this
need is the goal of long-term social interaction, which has the ca-
pacity to find a range of practical applications, such as in the home,
e.g. [18]. It is generally accepted that for this to be feasible, various
degrees of adaptivity are required [17]. Indeed, in recent work in-
volving social child-robot interactions, it has become clear that this
process of adaptation works both ways (i.e. that the child adapts her
behaviour to that of the robot), and that even a superficial adaptation
on the part of the robot has profound effects, such as using an inter-
actants name and acknowledging a prior interaction [9, 23]. Keeping
with the generality of the example, adaptivity relies on the capacity
to allow prior experience to influence current and future behaviour.
Given our definition of memory, we can refine this: memory is re-
quired support the adaptation of the social robot to its interaction
partner(s). In the simple case of acknowledging that a prior interac-
tion took place, a boolean flag would suffice, but this is an encoding
of some aspect of experience – very specific in this case.

Multimodal alignment. Taking this notion of adaptivity over ex-
tended periods one step further, we consider the more specific phe-
nomenon of behavioural alignment, whereby an individual will mod-
ify their behaviour contingent on the behaviour of their interaction
partner(s), and vice-versa [14]. This effect has been observed over
multiple different interaction modalities, including linguistic [11], di-
alogue [25], non-verbal expressivity [32], and turn-taking (as a form
of accomodation) [10]. It thus seems to be a fundamental feature of
social interaction, and one that a long-term socially interacting robot
will need to achieve. Consider for instance the role of robot prox-
emics (e.g. [29]): finding an appropriate distance/approach for one
user would not necessarily apply to other users, necessitating a dis-
tinction, and thus requiring memory to retain this information for
future encounters. Such information could for example be stored in a
look-up table, where a distance (and/or set of movement parameters)
could be stored for each of the individuals encountered. As with the
first example, this solution would encode prior experience, but would
also be restricted to the single context, being rather brittle to change
of application.

In support of social cognition. In addition to the interaction itself,
there are a number of supporting cognitive competencies that it is
necessary to consider. For the goal of long-term sHRI, these aspects
must be taken into account as they underlie the types of behaviour
that go beyond the mere reactive4. For example, there is a need for
the functionality afforded by episodic memory, i.e. the memory of
a specific sequence of events that occured at a particular time [12].
Furthermore, the ability to learn, process and apply concepts (both
grounded and abstract) is an important cognitive competence. The
necessity for memory for each of these is clear. These could be con-
ceivably implemented with a type of database: episodic memory has
typically been encoded in this way using timestamps as a key for in-
stance, though brittle representations (in terms of generality or task
specificity) are a typical drawback.

3 The Pervasive Memory Perspective
The examples described above illustrate the requirement for memory
in specific facets of sHRI, though we would contend that this could
be extended to all facets. However, the definition of memory used
though was intentionally general. We can now elaborate on it: mem-
ory is a mechanism (not a passive information repository) that en-
codes experience in a manner that facilitates its subsequent involve-
ment in all cognitive processing [31], including those competencies
required for social behaviour. For sHRI, Memory is thus Pervasive.
In the examples above, plausible means of achieving this encoding of
prior experience were suggested (boolean states, lookup tables, and
databases). While somewhat contrived, these potential solutions are
application or task specific, fulfilling the desired function but not fa-
cilitating generalisation to new types of behaviour. Three distinct do-
mains can be distinguished for the application of memory to sHRI:
(1) perception (such as face recognition, etc); (2) decision-making
(such as using prior knowledge to decide on a topic of conversation);
and (3) action (such as appropriate approaches, etc). However, sHRI
implementations (such as in the examples considered above) typi-
cally only consider one or two of these.

Given that memory is intrinsically involved in each of these func-
tions, what is desirable is an account of memory that can overcome
this issue: to achieve this, inspiration was sought from a number of
other disciplines.

Starting from both neuroscience [1], and philosophical [27] foun-
dations, a memory-centred framework of cognitive processing has
been formulated in the context of cognitive robotics [2]. The basic as-
sumption of this framework is that memory consists of a single type
of computational substrate, and that this remains consistent across
application contexts. This substrate is assumed to be essentially dis-
tributed and associative, reflecting two central features of the human
cognitive system [16]. Memory can therefore be considered indepen-
dently of a given task context, with the set of mechanisms constitut-
ing memory instead acting as the starting point for the design of a
system [7].

The computational implementation we employ to instantiate these
principles is based on a parallel distributed processing (PDP) model,
e.g. [20], which makes use of a localist knowledge representation
scheme [24]. Termed the Distributed Associative and Interactive
Memory system (DAIM), this implementation encodes the experi-
ence of the agent in a series of associative links which are incremen-
tally acquired and updated. Using the resulting associative network

4 In this sense, we take reactive include the kind of behavioural alignment
described above since the adaptation of the robot is in response to the be-
haviour of the human interaction partner.



as a substrate for activation dynamics, encoded information can be
‘recalled’ and ‘processed’ through the reactivation of associations
[7]. Being a distributed sub-symbolic representation scheme, in com-
mon with other connectionist approaches, one natural side-effect is
the presence of a degree of generalisation in both the encoding and
retrieval processes. Details of the computational implementation may
be found in [5] and [4].

We have applied DAIM to the issue of multi-modal alignment
in social interaction. With experimentation currently under way, the
working hypothesis is that if a robot aligns its behaviour with its hu-
man interaction partner, the human will tend to remain engaged in
the interaction for longer than if the robot does not display such con-
tingent behaviour. Set in the context of a touchscreen-based sorting
game with no imposed interaction structure [6], the robot can mod-
ify various aspects of its behaviour (modalities), such as movement
speed, time taken between sorting attempts, and performance accu-
racy [4]. Alignment here would involve the characterisation of the
human’s behaviour, and the replication of this by the robot across
each of the modalities. DAIM can successfully learn such a charac-
terisation [4]. This task on its own could be solved using alternative
means (see the lookup table example above). However, the same sys-
tem has been employed to provide an account of concept acquisition
through experience (thus also demonstrating the capacity for general-
isation) [5], and augmented processing in dialogue management [3],
which would not be possible for a task-specific solution. Returning to
the three domains described above, these cases show that DAIM has
been applied to perception, decision-making, and action, though not
simultaneously. In sum, while not yet providing a complete account,
DAIM provides a promising task-independent implementation of the
Pervasive Memory perspective.

4 Looking through the Past into the Future

That memory is important for (s)HRI is not per se a novel claim
in this paper. Indeed, among others, a model of embodied sensori-
motor histories applied to human behaviour understanding explicitly
encodes prior experience to facilitate future prediction [21]. What
we do however claim is not just that memory is pervasive across all
aspects of social behaviour and cognition, but that it should thus be
central to any account of sHRI. The type of computational model we
have developed shares a number of similarities with other implemen-
tations, from a range of disciplines. For example, from developmen-
tal robotics, the Epigenetic Robotics Architecture is similarly based
on the PDP principles, and is used to model aspects of infant and
child language acquisition as facilitated by embodiment [22]. For the
Pervasive Memory perspective, it is the principle of memory as the
substrate of cognition that is key.

This emphasis on principles is in common with research into cog-
nitive architectures, both natural and synthetic, which seek to provide
models of general cognition [19]. Not restricted to sHRI, they empha-
sise the general, rather than specific task functionality, and typically
take inspiration from humans. It has, for example, been persuasively
argued that it is necessary for a robot to take into account the sub-
optimalities of human behaviour in interaction, with a robot cogni-
tive architecture based on principles of human cognition facilitating
this process [30].

The widening of scope entailed by cognitive architectures would
seem to be a useful tool for sHRI, since it forces the system designers
to maintain a view on the broader issues involved in social interac-
tion, thus encouraging a coherent implementation approach. It is this
that we are attempting to achieve through the application of the Per-

vasive Memory perspective.
On a final note, to a certain extent, the particular design decisions

we have taken in the implementation of DAIM and its subsequent
application to various problems should be seen as independent from
the idea of Pervasive Memory. As a model, DAIM requires further
refinement to account for other cognitive and social phenomena; in
this regard, the Pervasive Memory perspective provides a consistent
guideline rather than a template for a computational system. For ex-
ample, using DAIM to implement an episodic memory system is in
principle plausible [7], but in practice requires implementational de-
tail.

5 Conclusion
In this brief position paper, we have advanced the idea that memory
is necessarily and fundamentally involved in all aspects (though we
have described only a few) of sHRI: it is pervasive. We suggest that
for the design of sHRI systems, there are a number of implications:
centrally, that a common memory should pervade all stages of pro-
cessing, from perception to action. In so doing, we have drawn on
evidence, models and examples from a range of disciplines to illus-
trate the broad base of the approach. Nevertheless, the utility of such
a perspective will ultimately only find validation in its successful ap-
plication to sHRI. Whilst work to this end is as yet in its infancy,
we hope to have provided here a persuasive argument in support of
the Pervasive Memory perspective. In the simplest terms, long-term
sHRI requires the notion of contingent adaptivity, and such adaptivity
requires memory. We suggest that, in this sense, the future develop-
ment of social robots capable of long-term interaction really does lie
in the past.
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